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A map, for purposes of this video, is a planar graph with vertices, edges, and faces|or polygons. Each
vertex is given by its location in|E?, and each edge is given by the nam s of the two vertices and two
adjacent polygons (or faces). |All the consecutive 2-vertices and edges between twq 3-vertices may be
called a chain. Examples of| maps include the | coterminous states of tl‘Lle USA, and 10° Fahrenheit

isotherms.
Overlaying two maps

either input map is one of the most difficult problems in GIS. There are 1
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One major application|of map overlay is to interpolate data from one Flynap to another. Let polygon
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Note that here we need only the
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.¢{ an implementation of my algorithm for finding the overlay areas,
about 3000 lines

overlaying with rational numbers in PI'OIC;p:g, and Sun[6] and Sivaswami[5]

d illustrates that algorithm. The video reﬂ‘corﬁed he realtime results of a

xanim.c, a 1600 line C++ program running on a 25 MHz Sun IPC. All the graphics was low-level X1ib
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The parallel data are partly|si

(SIMD) model was chosen
SIMD will do well anywher

true at several different grid resolutions. 11 The algorithm can handle this
\

ulated and partly real. The Single Iﬂtlstructio Multiple Data Stream

for much of this since it is so restrictive, and any algorithm doing well on a
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that edge passes through. When all processors are
ed long edges are bad, but still the overall estimated efficiency is good.

ination of edge intersection in cells is similar. Each processor takes a cell,
to the number of pairs of edges to test them. When all processors are done,
nder |this restrictive, model, the efficiency is somewhat slower. Therefore

ished, each takes

ated, where each processor takes 10% of the celﬂs and processes them. A

1s soon as it finishes the last. This is easier to do pn a Multiple Instruction
D) machine.

tions on a CM-2 Connection Machine, Intel 32 ﬁroces or hypercomputer,
ance, of finding all edge intersections, and s1m11a;r problems, are described
nkanhalli[2].

at the end of the

deo processed 2 maps: US cduntle and hydrographic
068 vertices, 46116 edges, 2985 faces, and 894]1 chains. The latter has

2075 faces, and 6380 chains. The execution time in CPU seconds of each

part of overlay.c is as follows. [

|
Read map 99.32 | Intersect edges T 6.50
Scale vertices 1.03 | Locate map 0 points in map 1 5.83
Extract edges from chains 2.38 | Locate map 1 points in map 0 8.17
Calculate input polygon areas  3.65 | Accumulate output areas 14.35
Make grid 1.28 | Print areas 17.23
Add map to grid 8.60 | TOTAL TIME 1168.35

That is, reading the (
surprising since each dat
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